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Data Movement in Computing Systems

* Data movement dominates performance and is a major system
energy bottleneck

 Total system energy: data movement accounts for
- 62%in consumer applications™®,
- 40% in scientific applications*,

- 35% in mobile applications*
Data Movement
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*Boroumand et al., “Google Workloads for Consumer Devices: Mitigating Data Movement Bottlenecks,” ASPLOS 2018
* Kestor et al., “Quantifying the Energy Cost of Data Movement in Scientific Applications,” ISWC 2013
* Pandiyan and Wu, “Quantifying the energy cost of data movement for emerging smart phone workloads on mobile platforms,” IISWC 2014
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Data Movement in Computing Systems

dominates IS @ major system
energy bottleneck

* Total system energy: data movement accounts for
- 62%in consumer applications™,

Compute systems should be more data-centric

Processing-In-Memory proposes
computing where it makes sense
(where data resides)
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*Boroumand et al., “Google Workloads for Consumer Devices: Mitigating Data Movement Bottlenecks,” ASPLOS 2018
* Kestor et al., “Quantifying the Energy Cost of Data Movement in Scientific Applications,” ISWC 2013
*Pandiyan and Wu, “Quantifying the energy cost of data movement for emerging smart phone workloads on mobile platforms,” lISWC 2014
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Processing-in-Memory Course (Spring 2023)
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PIM Course: Lecture 1: Data-Centric Archif proving Per & Energy (Spring 2023) bottleneck. From large-scale servers to mobile devices, data movement Learning Materials
costs dominate computation costs in terms of both performance and Assignments

Onur Mutlu Lectures - 1.1K views - Streamed 3 months ago

energy consumption. For example, data movement between the main

memory and the processing cores accounts for 62% of the total system
PIM Course: Lecture 2: How to Evaluate Data Movement Bottlenecks (Spring 2023) energy in consumer applications. As a result, the data movement bottleneck is a huge burden that greatly
limits the energy efficiency and performance of modern computing systems. This phenomenon is an
undesired effect of the dichotomy between memory and the processor, which leads to the data movement
bottleneck.

o (P or GPU) i 3
i oy Onur Mutly Lectures - 332 views - 2 months ago

Livestream - Data-Centric ASPLOS 2023 Tutorial: Real-world Processing-in-Memory Systems for Modern Workloads

Onur Mutlu Lectures - 1.5K views - Streamed 2 months ago Many modern and important workloads such as machine learning, computational biology, graph
processing, databases, video analytics, and real-time data analytics suffer greatly from the data
movement bottleneck. These workloads are exemplified by irregular memory accesses, relatively low data

= PIM Course: Lecture 3: Real-world PIM: UPMEM PIM (Spring 2023) reuse, low cache line utilization, low arithmetic intensity (i.e., ratio of operations per accessed byte), and

Onur Mutlu Lectures - 411 views - 2 months ago large datasets that greatly exceed the main memory size. The computation in these workloads cannot
usually compensate for the data movement costs. In order to alleviate this data movement bottleneck, we
need a paradigm shift from the traditional processor-centric design, where all computation takes place in

PIM Course: Lecture 4: Real-world PIM: Microbenchmarking of UPMEM PIM (Spring 2023) the compute units, to a more data-centric design where processing elements are placed closer to or

Onur Mutlu Lectures - 188 views - 2 months ago inside where the data resides. This paradigm of computing is known as Processing-in-Memory (PIM).

Architectures: Fundamentally... 3

Onur Mutlu Lectures

19 videos 813 views Updated 3 days ago

= &) & 4

This is your perfect P&S if you want to become familiar with the main PIM technologies, which represent
Anélisis Experimental da na Arquitectura PIM - Juan G6mez Lina - Lecture In Spanish @ U. de Cérdaba “the next big thing” in Computer Architecture. You will work hands-on with the first real-world PIM
Qi ubhd Cestires!- 169 ¥1eWs -2 Mofitia ago, architecture, will explore different PIM architecture designs for important workloads, and will develop tools
to enable research of future PIM systems. Projects in this course span software and hardware as well as
the software/hardware interface. You can potentially work on developing and optimizing new workloads
for the first real-world PIM hardware or explore new PIM designs in simulators, or do something else that
O DA EactReni 453 Viewia <2 montis s00 can forward our understanding of the PIM paradigm.

PIM Course: Lecture 5: Real-world PIM: Samsung HBM-PIM (Spring 2023)

PIM Course: Lecture 6: Real-world PIM: SK Hynix AiM (Spring 2023) Prerequisites of the course:

Onur Mutlu Lectures - 573 views - 1 month ago

Digital Design and Computer Architecture (or equivalent course).
Familiarity with C/C++ programming.

Interest in future computer architectures and computing paradigms.
Interest in discovering why things do or do not work and solving problems
Interest in making systems efficient and usable

PIM Course: Lecture 7: Real-world PIM: Samsung AxDIMM (Spring 2023)

" Onur Mutlu Lectures - 325 views - 1 month ago

https://safari.ethz.ch/projects and seminars/spring2023/doku.php?id=
processing in _memory

https://www.youtube.com/playlist?list=PL5Q2s0XY2Zi EObuoAZVSq o06UySWQHvZ
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Real PIM Tutorial (HPCA 2023)

* February 26t:

HPCA 2023 Real-World PIM Tutorial
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Real-world Processing-in-Memory

Edit Architectures

Tutorial Description Tutorial Description
Organizers

P ing-in-Ms ry (PIM) is a paradigm that aims at the data bottleneck Agenda (February 26, 2023)

(i.e., the waste of execution cycles and energy resulting from the back-and-forth data movement between
memory units and compute units) by making memory compute-capable.

Lectures (tentative)
Hands-on Labs (tentative)
Learning Materials
Explored over several decades since the 1960s, PIM systems are becoming a reality with the advent of the first

commercial products and prototypes.

Anumber of startups (e.g., UPMEM, Neuroblade, Mythic) are already commercializing real PIM hardware, each with its own design approach and
target applications. Several major vendors (e.g., Samsung, SK Hynix, Alibaba) have presented real PIM chip prototypes in the last two years.

Most of these architectures have in common that they place compute units near
the memory arrays. But, there is more to come: Academia and Industry are
actively exploring other types of PIM by, e.g., exploiting the analog operation of
DRAM, SRAM, flash memory and emerging non-volatile memories.

2,560-DPU Processing-in-Memory System

PIM can provide large improvements in both performance and energy
consumption, thereby enabling a commercially viable way of dealing with huge
amounts of data that is bottlenecking our computing systems. Yet, it is critical to
examine and research adoption issues of PIM using especially learnings from
real PIM systems that are available today.

This tutorial focuses on the latest advances in PIM technology. We will (1)
provide an introduction to PIM and taxonomy of PIM systems, (2) give an
overview and a rigorous analysis of existing real-world PIM hardware, (3)
ENTIESPSI WP TSP Conduct hand-on labs using real PIM systems, and (4) shed light on how to
enable the adoption of PIM in future computing systems.

Time Speaker Title Materials
8:00am- Prof. Onur Mutiu | Memory-Centric Computing (PDF)
8:40am [F1(PPT)
8:40am- Dr. Juan Gémez Processing-Near-Memory: Real PNM Architectures Programming General-purpose (PDF)
10:00am Luna PIM [F1(PPT)
10:20am- Dr. Dimin Niu A 3D Logic-to-DRAM Hybrid Bonding Process-Near-Memory Chip for Recommendation System
11:00am
11:00am- Dr. Christina SparseP: Towards Efficient Sparse Matrix Vector Multiplication on Real Processing- (PDF)
11:40am Giannoula In-Memory Architectures [F1(PPT)
1:30pm- Dr. Juan Gémez  Processing-Using-Memory: Exploiting the Analog Operational Properties of Memory (PDF)
2:10pm Luna Components IEl (PPT)
2:10pm- Dr. Manuel Le Deep Learning Inference Using Computational Phase-Change Memory
2:50pm Gallo
2:50pm- Dr. Juan Gémez  PIM Adoption Issues: How to Enable PIM Adoption? (PDF)
3:30pm Luna [F1(PPT)
3:40pm- Dr. Juan Gémez Hands-on Lab: Programming and Understanding a Real Processing-in-Memory (Handout)
5:40pm Luna Architecture (PDF)
[F1(PPT)
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Lectures + Hands-on labs + Invited lectures

Processing Inside Memory

Onur Mutly
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Many questions ... How do we design the:

o compute-capable memory & controllers?

o processors & communication units?
software & hardware interfaces?
system software, compilers, languages?
algorithms & theoretical foundations?

HPCA 2023 Tutorial: Real-World P

-in-Memory A

Onur Mutlu Lectures
b 321K subscribers

£\ Subscribed v e 50 GP  shae 3¢ Clp =+ Save

1.8K views Streamed 1 month ago Livestream - P&S Data-Centric Architectures: Fundamentally Improving Performance and Energy (Fall 2022)
HPCA 2023 Tutorial: Real-World Processing-in-Memory Architectures
https:/events.safari.ethz.ch/realpi...

https://www.youtube.com/live/f5-
nT1tbz5w?feature=share

https://events.safari.ethz.ch/real-pim-
tutorial/doku.php?id=start
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Real PIM Tutorial (ASPLOS 2023)

 March 26t: Lectures + Hands-on labs + Invited lectures

' ) Log In
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@ Important note about registration

Tutorial Description

Processing-in-Memory (PIM) is a computing paradigm that aims at overcoming the data movement
bottleneck (i.e., the waste of execution cycles and energy resulting from the back-and-forth data
between memory units and compute units) by making memory compute-capable.

Explored over several decades since the 1960s, PIM systems are becoming a reality with the advent of the first commercial products and
prototypes.

Anumber of startups (e.g., UPMEM, ) are already real PIM hardware, each with its own design approach and
target applications. Several major vendors (e.g., Samsung, SK Hynix, Alibaba) have presented real PIM chip prototypes in the last two
years. Most of these architectures have in common that they place compute units near the memory arrays. This type of PIM is called
processing near memory (PNM).

PIM can provide large improvements in both performance and energy
consumption for many modern applications, thereby enabling a
commercially viable way of dealing with huge amounts of data that is
bottlenecking our computing systems. Yet, it is critical to (1) study and
understand the characteristics that make a workload suitable for a PIM

architactira (9\ nrannca anfimizatinn ctrataniac far PIM karnale and ()

2,560-DPU Processing-in-Memory System

Tutorial Materials

Time Speaker Title

9:00am- Prof. Onur Mutlu Memory-Centric Computing

10:20am

10:40am- Dr. Juan Gémez Luna Processing-Near-Memory: Real PNM Architectures Programming

12:00pm General-purpose PIM

1:40pm- Prof. Alexandra (Sasha) Fedorova Processing in Memory in the Wild

2:20pm (UBC)

2:20pm- Dr. Juan Gémez Luna & Ataberk Processing-Using-Memory: Exploiting the Analog Operational

3:20pm Olgun Properties of Memory Components

3:40pm- Dr. Juan Gémez Luna Adoption issues: How to enable PIM?

4:10pm Accelerating Modern Workloads on a General-purpose PIM
System

4:10pm- Dr. Yongkee Kwon & Eddy System Architecture and Software Stack for GDDR6-AIM

4:50pm (Chanwook) Park (SK Hynix)

4:50pm- Dr. Juan Gémez Luna Hands-on Lab: Programming and Understanding a Real

5:00pm Processing-in-Memory Architecture
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ASPLOS 2023 Tutorial: Real-world Processing-in-Memory Systems for Modern Workloads

Onur Mutlu Lectures
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32.1K subscribers

Materials

{views Streamed 7 days ago Livestream - Data-Centric Architectures: Fundamentally Improving Performance and Energy (Spring 2023)
LOS 2023 Tutorial: Real-world Processing-in-Memory Systems for Modern Workloads
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Real PIM Tutorial (ISCA 2023)

e June 18t": Lectures + Hands-on labs + Invited lectures
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Real-world Processing-in-Memory Systems for Modern Workloads Real-world Processing-in-Memory
Systems for Modern Workloads
Tutorial Description Tutorial Description
Organizers
Processing-in-Memory (PIM) is a computing paradigm that aims at overcoming the data movement Agenda (June 18, 2023)

Lectures (tentative)
Hands-on Labs (tentative)
Learning Materials

bottleneck (i.e., the waste of execution cycles and energy resulting from the back-and-forth data movement
between memory units and compute units) by making memory compute-capable.

Explored over several decades since the 1960s, PIM systems are becoming a reality with the advent of the
first commercial products and prototypes.

A number of startups (e.g., UPMEM, Neuroblade) are already commercializing real PIM hardware, each with its own design approach and
target applications. Several major vendors (e.g., Samsung, SK Hynix, Alibaba) have presented real PIM chip prototypes in the last two
years. Most of these architectures have in common that they place compute units near the memory arrays. This type of PIM is called
processing near memory (PNM).

PIM can provide large improvements in both performance and energy
consumption for many modern applications, thereby enabling a
commercially viable way of dealing with huge amounts of data that is
bottlenecking our computing systems. Yet, it is critical to (1) study and
understand the characteristics that make a workload suitable for a PIM
architecture, (2) propose optimization strategies for PIM kernels, and (3)
develop programming frameworks and tools that can lower the learning
curve and ease the adoption of PIM.

This tutorial focuses on the latest advances in PIM technology, workload
characterization for PIM, and programming and optimizing PIM kernels. We
will (1) provide an introduction to PIM and taxonomy of PIM systems, (2)
give an overview and a rigorous analysis of existing real-world PIM
hardware, (3) conduct hand-on labs about important workloads (machine

. learning, sparse linear algebra, bioinformatics, etc.) using real PIM systems,
and (4) shed light on how to improve future PIM systems for such workloads.

ps:/ /arxiv.org/pdf/2105.03814.pdf

SAFARI https://events.safari.ethz.ch/isca-pim-tutorial/doku.php?id=start
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Real PIM Tutorial (ISCA 2023)

ISCA 2023 Real-World PIM Tutorial Overview PIM | PNM | UPMEM PIM |

PNM for neural networks |
Sunday, June 18, Orlando, Florida PNM for recommender systems |
PNM for ML workloads |

: . . How to enable PIM? | PUM prototypes
Organizers: Juan Gémez Luna, Onur Mutlu, Ataberk Olgun Hénids: 50 Libe: Esnchmaingl

Program: https://events.safari.ethz.ch/isca-pim-tutorial/ Accelerating real-world workloads

Orlando,' FL, US

https:/ /arxiv.org/pdf/2105.03814.pdf

Live in 7 days .
()
() June 18 at 2:00 PM ﬂ Notify me

ISCA 2023 Tutorial: Real-world Processing-in-Memory Systems for Modern Workloads

EA Onur Mutlu Lectures

> 33.4K subscribers

£\ Subscribed b8 GF /> Share =+ Save

1 waiting Scheduled for Jun 18, 2023 Livestream - Data-Centric Architectures: Fundamentally Improving Performance and Energy (Spring 2023)
ISCA 2023 Tutorial: Real-world Processing-in-Memory Systems for Modern Workloads
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Agenda

9:00am-10:20am, Prof. Onur Mutlu/Dr. Juan Gémez Luna, “Memory-centric Computing: Introduction to PIM as a
Paradigm to Overcome the Data Movement Bottleneck”.

PIM taxonomy: PNM (processing near memory) and PUM (processing using memory).

10:20am-11:00pm, Dr. Juan Gémez Luna, “Processing-Near-Memory: Real PNM”.
PNM prototypes: Samsung HBM-PIM, SK Hynix AiM, Samsung AxDIMM, Alibaba HB-PNM.
UPMEM PIM: Architecture and Programming.

Coffee break (11:00am-11:20am)

11:20am-11:50am, Prof. Izzat El Hajj (AUB), “High-throughput Sequence Alignment using Real Processing-in-
Memory Systems”.

11:50am-12:30pm, Dr. Christina Giannoula (UofT), “SparseP: Towards Efficient Sparse Matrix Vector Multiplication
on Real Processing-In-Memory Systems”.

Lunch break (12:30pm-2:00pm)

2:00pm-2:45pm, Dr. Sukhan Lee (Samsung), “Introducing Real-world HBM-PIM Powered System for Memory-
bound Applications”.

2:45pm-3:30pm, Dr. Juan Gémez Luna/Ataberk Olgun, “Processing-Using-Memory and PUM Prototypes:
Ambit/SIMDRAM, PiDRAM”.

Coffee break (3:30pm-4pm)

4:00pm-4:40pm, Dr. Juan GOémez Luna, “Accelerating Modern Workloads on a General-purpose PIM System”.
4:40pm-5:20pm, Dr. Juan Gémez Luna, “Adoption Issues: How to Enable PIM?”

5:20pm-5:30pm, Dr. Juan Gdmez Luna, “Introduction/Preparation for Hands-on labs”.

Optional - Hands-on Lab: Programming and Understanding a Real PIM Architecture.

SAFARI 9



Sequence Alignment on Real PIM

* High-throughput Sequence Alignment using Real Processing-in-Memory
Systems

- Prof. I1zzat El Hajj

* Abstract: Sequence alignment is a memory bound computation whose performance in modern
systems is limited by the memory bandwidth bottleneck. Processing-in-memory architectures
alleviate this bottleneck by providing the memory with computing competencies. We present
Alignment-in-Memory (AIM), a framework for high-throughput sequence alignment using
processing-in-memory which we have implemented and evaluated it on UPMEM, the first publicly-
available general-purpose programmable processing-in-memory system. Our evaluation shows
that a real processing-in-memory system can substantially outperform server-grade multi-threaded
CPU systems running at full-scale when performing sequence alignment for a variety of algorithms,
read lengths, and edit distance thresholds. We hope that our findings inspire more work on
creating and accelerating bioinformatics algorithms for such real processing-in-memory systems.
Our code is available at: https://github.com/safaad/aim.

* Bio: Izzat El Hajj is an Assistant Professor in the Department of Computer Science at the American
University of Beirut. His research interests are in application acceleration and programming
support for emerging parallel processors and memory technologies, with a particular interest in
GPUs and processing-in-memory. Izzat received his M.S. and Ph.D. in Electrical and Computer
Engineering at the University of Illinois at Urbana-Champaign and his B.E. in Electrical and
Computer Engineering at the American University of Beirut.
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SpMYV on a Real PIM System

* SparseP: Towards Efficient Sparse Matrix Vector Multiplication for Real Processing-In-
Memory Systems

- Dr. Christina Giannoula

* Abstract: Several manufacturers have already started to commercialize near-bank Processing-In-Memory (PIM)
architectures. Near-bank PIM architectures place simple cores close to DRAM banks and can'yield significant
performance and energy improvements in parallel applications by alleviating data access costs. Real PIM systems
can provide high levels of parallelism, large agg]regate memory bandwidth and low memory access latency,
’Egeﬁ\? Il()elngla good fit to accelerate the widely-used, memory-bound Sparse Matrix Vector Multiplication

p ernel.

This talk provides the first comprehensive anall}]/sis of SpMV on a real-world PIM architecture, and presents
SparseP, the first SpMV library for real PIM architectures. We will discuss three key contributions that we make in
our Sigmetrics 2022 paper. First, we implement a wide variety of software strategies on SpMV for a
multithreaded PIM core and characterize the computational limits of a single multithreaded PIM core. Second,
we design various load balancing schemes across multiple PIM cores, and two types of data partitioning
techniques to execute SpMV on thousands of PIM cores:.gj) 1D-partitioned kernels to perform the complete
SpMV computation only using PIM cores, and (2) 2D-partitioned kernels to strive a balance between computation
and data transfer costs to PIM-enabled memory. Third, we compare SpMV execution on a real-world PIM system
with 2528 PIM cores to state-of-the-art CPU and GPU systems to study the performance and energy efficiency of
various devices. SparseP software package provides 25 SpMV kernels for real PIM systems supporting the four
most widely used compressed matrix formats, and a wide range of data types. Our extensive evaluation provides
new insights and recommendations for software designers and hardware architects to efficiently accelerate
SpMV onreal PIM systems.

* Bio: Christina Giannoula is a Postdoctoral Researcher at the University of Toronto working with Prof. Gennady
Pekhimenko and the EcoSystem researchgroug. She is also working with the SAFARI research group, which is led
by Prof. Onur Mutlu. She received her Ph.D. in October 2022 from School of Electrical and Computer Engineering
(ECE) at the National Technical University of Athens gNTUA) advised by Prof. Georgios Goumas, Prof. Nectarios
Koziris and Prof. Onur Mutlu. Her research interests lie in the intersection of computer architecture, computer
systems and high-performance computing. Specifically, her research focuses on the hardware/software co-design
of emerging applications, including graph processing, pointer-chasing data structures, machine learning
workloads, and sparse linear algebra, with modern computin%}paradlgms, such as large-scale multicore systems
disaggregated memory systems and near-data processing architectures. She has several publications and awards
for her research on these topics.
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Samsung HBM-PIM

* Introducing Real-world HBM-PIM Powered System for Memory-bound
Applications

- Dr. Sukhan Lee

* Abstract: Since the introduction of Samsung's groundbreaking high bandwidth memory
with in-memory processing (HBM-PIM) in 2021, a number of HBM-PIM enabled system:s,
including a GPU cluster and FPCA, have been developed. These advancements have
been presented and showcased at various conferences and journals, spanning from
ISSCC 2021 to Memcon 2023. In this tutorial, we provide a comprehensive overview of
HBM-PIM, covering its architectural aspects, the associated software ecosystem, and
the structure of PIM-powered systems. We also present energy-efficient performance
results for memory-bound applications achieved by these systems.

* Bio: Sukhan Lee received a Ph.D. degree in intelligent convergence systems from Seoul
National University. In 2018, he joined the Memory Division, Samsung Electronics,
Hwaseong, Korea, where he has been involved in DRAM circuit design. His research
interests include memory microarchitecture and neural network system hardware

architecture and design.
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